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Problem 8)
f@102,,08) = = X1 P In(0r) + A X0 Py
:sz —In(p) —1+A=0 > p,=e*'  (n=1,23,,N).

All p,, are therefore equal to e?~1, which makes them equal to each other. Considering that

YN pp=1, we conclude that p; =p, =--=py=1/N. The Shannon entropy
H(pq, 2, .-, Py) is thus maximized when all the various outcomes of the experiment are equally
likely. The maximum entropy is given by — ¥N_, p, In(p,) = = XN_ N In(N~1) = InN.




